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I. INTRODUCTION

Internet connectivity nowadays has become a fundamental
necessity. With the recent skyrocket in internet-connected de-
vices, the demand for internet access keeps increasing, leading
to the inevitable shortage of IPv4 addresses. Something that
was anticipated since the late 1980s hence also the reason
behind the design of IPv6 [1]. However, with the limited
supply of IPv4 addresses and the rate of the rollout of IPv6
being slower than the depletion of IPv4, ISPs have had to find
ways to conserve their address space.

Carrier-Grade NATs (CGNATs) have emerged as a solution
to address this issue. CGNATs allow ISPs to share a single
IP address with individual devices on a local network and
translate them to a single public IP address for communication
with the broader internet.

While CGNAT has been successful in conserving IPv4
addresses, it has several implications, particularly with respect
to peer-to-peer (P2P) protocols. P2P protocols rely on direct
connections between peers, but with CGNAT, direct connec-
tions are not possible as all traffic must be routed through
the carrier’s NAT device. This can lead to increased latency,
slower download speeds and reduced overall performance.
According to Yangyang Liu et al., [2] when exchanging files
on BitTorrent, peers behind NATs tend to not get favoured
thus significantly decreasing their download speed and in
some cases even degenerating the download into a client-
server interaction []. There have been multiple suggested ways
of bypassing the NAT in order to establish a direct P2P
connection [] but the most prominent and easiest to implement
is NAT puncturing []. With NAT puncturing one can establish
a direct channel of communication with another peer given
that they can find out the receiver’s IP address []. This is also
apparent in P2P networks involving mobile phones in cellular
networks who are by default behind a NAT. []

Dutch telecommunication providers have also implemented
CGNAT to conserve their IPv4 address space []. The Nether-
lands has a relatively high internet usage [], leading to a
shortage of IPv4 addresses. The implementation of CGNAT
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allows Dutch ISPs to share a single IPv4 address among
multiple users, thereby conserving the available address space.

However, the implementation of CGNAT has not been
without controversy []. Privacy advocates argue that CGNAT
undermines users’ privacy by making it difficult to track
individual users’ online activity []. With CGNAT, all users
behind a single IPv4 address appear to have the same IP
address, making it difficult to differentiate between individual
users []. Additionally, CGNAT makes it more challenging for
users to establish secure and direct connections with other
users, potentially exposing their private data to more public
networks.

There are potential alternative solutions to CGNAT, such as
IPv6, which has a virtually unlimited supply of IP addresses.
However, the transition to IPv6 has been slow, and many ISPs
still rely on CGNAT as a temporary solution [].

In this Literature survey, we will examine the technology
behind CGNAT and its drawbacks, its impact on P2P protocols
and attempt to establish a P2P connection using an Android
mobile phone.

This paper is structured as follows.

II. NATS AND CARRIER-GRADE NATS

A network Address Translator (NAT) is a piece of hardware
or software that holds a table of pairs of local and globally
unique IP addresses. Locally IP addresses within the stub
domain are not globally unique, so they cannot be used to
route packets on the Internet. The packets will have the NATs
public IP address and when they are routed to it, the NAT will
look up the local IP address that corresponds to the specific
IP:Port pair the received packet holds. This method is used
to address the problem of IP address depletion by basically
“bundling“ a LAN behind the NAT box and routing all packets
using a single IP address [3].

However, it may not be a suitable long-term solution and
could also lead to short-term problems too. NATs face scala-
bility issues since as tables scale there will be an overhead
on the table lookup. Dynamically allocating IP:Port pairs
also increase the probability of misaddressing since a delayed
packet may end up on a collision since the NAT may have
already re-allocated that pair. A crucial problem with NATs is
that some applications cannot function properly or they break.



Examples of these applications are video streaming, online
games and P2P-dependent applications. [3].

According to the STUN protocol [4], there are four types
of NATs, namely Full-cone NAT, Restricted-cone NAT, Port-
restricted cone NAT and Symmetric NAT. These types fall into
two categories according to RFC4787 [5] namely the “easy“
NATs which do Endpoint-Independent Mapping (EIM) and the
“hard“ NATs which do Endpoint-Dependent Mapping. EIM
ensures the consistency of the external address and port pair
if the request is coming from the same internal port.

According to Huawei [6] the specifications of these types
of NATs are:

Full-cone NAT An EIM NAT where all requests coming
from the same internal IP1:Port1 pair are mapped to the same
public IP2:Port2 pair. On top of that, any host on the Internet
can communicate with the host on the LAN by sending packets
to the mapped public IP address and port.

Restricted-cone NAT An EIM NAT where similar to the
Full-cone NAT an internal IP:Port pair will be mapped to the
same external IP:Port pair. The difference with this NAT is
that a host on the Internet can send packets to an internal only
if the internal initiated the communication.

Port-restricted cone NAT An EIM NAT, similar to the
Restricted-cone NAT but the restriction includes port numbers.

Symmetric NAT An EDM NAT all requests coming from
the same internal IP1:Port1 pair are mapped to the same
public IP2:Port2 pair. The difference with this NAT is that
it also takes into account the destination of the packet i.e
a request from internal IP1:Port1 to external IP2:Port2 will
have a different mapping from a request IP1:Port1 to external
IP3:Port3 thus two consecutive requests from the same internal
pair but to different external hosts will lead to two different
mappings.

A. Carrier-Grade NATs

While hiding local home networks behind NAT boxes did
help with the depletion of addresses for a while, it was not
enough. Many ISPs worldwide are running out of IP addresses
to allocate, thus they resulted in bundling different customers
and areas together behind a NAT box i.e. a Carrier-Grade NAT
(CGNAT). ISPs worldwide started rolling out CGNATs but
by 2016 it has received very little empirical assessment [7],
[8]. Some general problems (the kind of problems that the
everyday user might encounter) that were identified in a test
performed on a Turkish ISP [9] are:

• Users are unable to access remote desktops or cameras
• Users cannot open a port on demand or cannot access it

if it is already opened.
• Being in a weak CGNAT IP pool may affect the user’s

connection speed and it can also result in high pings
• Latency issues can occur due to the extra hop node
• Issues can occur with services allowing registration or log

in from only one IP in the case multiple users behind the
same CGNAT attempt to access it. A testimony of this
also exists on a Ziggo forum from a user who complained

about not being able to access google.com or any META-
owned site [10]

An assessment contributed to the RFC series of the Internet
Engineering Task Force (IETF) identified various services
where a CGNAT may cause them to break or degrade their
performance [11]. In general, the testing revealed that appli-
cations such as video streaming, video gaming and P2P file
sharing are impacted by CGNAT.

The services that broke are [11]:

• Several P2P applications like XBOX P2P gaming and
SIP call using PJSIP client, failed in both the NAT444
and Dual-Stack Lite environments (PJSIP worked when
clients used a registration server to initiate calls, given
that the client inside the CGN initiated the traffic. FTP
sessions to servers located behind two layers of NAT
failed. When the CGN was bypassed and traffic only
needed to flow through one layer of NAT, clients were
able to connect).

• Applications that did not first send outgoing traffic thus
not opening an incoming port through the CGN hence
being unable to launch

• Application which tried to open a particular fixed port
through the CGN, which works for a single subscriber
but not when multiple subscribers try to use the same
application.

• Multicast traffic was not able to flow through the CGN.

The services whose performance was impacted are [11]:

• Large file transfers initiated on the same (home) network
• Multiple video streaming sessions initiated in the same

(home) network
• Sometimes video streaming like Silverlight and Netflix

would exhibit a slowdown in single sessions as soon
as a second session was established (router dependent
issue) —routers that support DSLite did not slow down
on single-session video streaming when a second was
established

RFC7021 [11] identified some additional problems, which
are:

• Loss of geolocation information, something that mainly
affects applications that require the exact location of the
user and not an approximation of it, since the exact
location becomes impossible to get and the only available
one might be the location of the CGNAT.

• Lawful Intercept/Abuse Response, explained in section
VI

• Harder for security testers to launch anti-spoofing attacks.

Much research was performed on the problems that NATs
and CGNATs cause. For example, the thesis of Fredrik Th-
ernelius [12] identified problems occurring with the Session
Initiation Protocol (SIP) when the session is not initiated from
the inside of the NAT since otherwise extra steps will be
required to find the address to the right internal host. While
Victor Paulsamy et al. [13] identified problems with NAT
Firewalls when the Voice over Internet Protocol (VoIP) is used.



III. IMPACT OF NATS ON P2P PROTOCOLS

The main interest of this study is how NATs, specifically
CGNATs are affecting P2P communications since the majority
of customers are protected by several levels of NAT, while
data-centre nodes may be hidden behind NAT for the sake
of security or virtualization. The utilization of containerized
deployments is exacerbating the situation since every commu-
nication between peers necessitates a mechanism to navigate
NATs, or else operations will be impacted [14]. This problem
comes in two-fold since NATs sometimes act as Firewalls
meant to block incoming traffic from entering the LAN unless
those packets are a response to a communication established
from the inside.

J.J.D Mol et al. established on their 2008 research on
fairness for BitTorrent users chain, that peers that are behind
firewalls have more difficulty obtaining a fair sharing ratio;
thus they concluded to the need of puncturing NAT or using a
static IP address in order to optimize the performance of the
network [15].

This problem of clients behind NAT being unfavored by
the BitTorrent protocol can be highly observed in networks
like Tribler — a BitTorrent [16] based open source project
that extends the protocol by adding features such as video on
demand and live streaming while remaining fully backwards
compatible [17]— because the vast majority of the peers are
mobile devices. The vast majority of mobile phones are behind
NATs since there is no option for a static IP address on a
mobile device, and cellular networks use carrier-grade NATs.

As noted by j. Pouwelse et al., most consumers are behind
a number of layers of NATs thus the new implementa-
tions/versions of P2P-based networks should take this into
account [18]. According to the same authors, in order to build
effective P2P networks, the network designers need to consider
that many users are behind non-specially configured NATs
and firewalls in their home setups (potentially also CGNATs).
Since to date, no elegant solution is found for P2P TCP-based
communication through NAT/firewall, which means that the
network needs to be UDP-based to allow for NAT traversals.

IV. PENETRATING A NAT
As established in Section III, most users will have some

troubles with P2P communication when they reside behind
a NAT and/or a firewall since P2P networks assume that all
nodes in the network are connectable. For UDP-based pro-
tocols, the UDP hole-punching technique has been proposed
to overcome this problem, where the idea is since the NAT
will block packets that are incoming from connections that
have not been mapped yet, then the internal endpoint must
send some packet first to the external remote endpoint thus
creating a “hole“ in the NAT or firewall through which then
communication can then proceed [14], [19], [20]. Note that
TCP puncturing is also possible but adds extra levels of
complexity thus if TCP is necessary due to a stream-oriented
connection, the user should consider switching to QUIC and
then adapt the UDP-puncturing techniques to work with QUIC
[21]. Different steps (which will be explained in this chapter)

are required based on the type and amount of NATs/Firewalls
and whether one or both users are behind a NAT/Firewall.

As mentioned in Section II, NATs are divided into “easy“
and “hard“ with easy being the ones which are relatively
easier to penetrate. The algorithm to penetrate NATs using the
Birthday Paradox [22] is derived from a blog post series by
David Anderson [23], [24]. Note that throughout this text the
terms NAT traversal, NAT penetration, puncturing, and UDP
hole-punching will be used interchangeably.

Before going to the algorithm, it’s good to note that most
NATs include a stateful firewall which is a piece of soft-
ware/hardware that recalls the packets previously encountered
and applies that information when determining how to handle
new packets that arrive.

Starting off, to perform NAT traversal there are two require-
ments, that is the communication protocol between the two
peers need to be UDP based and the peer(s) behind the NAT
needs to have direct control over the network socket that is
sending and receiving network packets. To bypass the stateful
firewall using UDP is straightforward: the firewall permits an
incoming UDP packet only if it has previously detected a
corresponding outbound packet. Hence the computer located
behind the firewall must be the initiator of the connections.
However, a problem arises when two peers located behind
firewalls wish to communicate directly (since the firewalls are
now ”facing each other”). No one can make the first move
because each side is waiting for the other to take the initiative.

The solution to the double firewall problem comes from
the observation that the firewall rule says that packets must
flow out before packets can flow in, but they don’t
necessarily have to be related to each
other. As long as the incoming packet has the expected
source and destination then any packet can be a response to
the outgoing one. Thus to traverse multiple stateful firewalls,
there needs to be some information shared in advance, i.e. the
IP:port that each peer is using, which can be either manually
configured — something that does not scale quickly— or
the peers can use a coordination server to keep the IP:port
information synchronized in a secure and flexible way as in
figure IV. Note that this technique requires precise timing,
roughly the second step (of initiating the puncture), needs to
be done at the same time thus a clock should be used.

There are three possible scenarios, both peers being behind
EIM-based NATs, one being behind an EIM-based NAT and
the other behind an EDM-based NAT or both peers being
behind EDM-based NATs.

A. Peers that are both behind an EIM-based NAT

Now when both peers are behind a EIM-based NAT things
get harder, since the peers don’t know their external IP
addresses —strictly speaking, there is no external IP:port until
the other peer sends packets since NAT mappings are only
created when outbound packets are required to flow towards
the Internet. Basically, both need to initiate the communication
first, but no one knows who to send the packet to. This
problem of one not knowing their IP address is what the



Fig. 1. Two machines behind Firewalls using a synchronizer server to
find each other’s IP address and then puncture their firewalls to establish
a communication channel between each other

Session Traversal Utilities for NAT (STUN) is aiming to
solve. The idea behind it is that when a client behind a NAT
communicates with a server on the Internet, the server sees the
public IP address of the client, not the intranet one. Thus the
server can reply to the client with the IP:port that the server
saw when it received the message [4]. Note that depending on
the NAT type, the IP:port that STUN “sees“ is not always the
same as the one the whole Internet sees. EDM-based NATs
as explained in section II create a different mapping for every
single destination.

B. Peers where one is behind an EIM-based NAT and the other
behind an EDM-based NAT

If one peer is behind an EDM-based NAT that means that
the NAT is opening a different port for each communication.
Since there are 65535 different ports [25], if the peer behind
the EIM-based port attempted to brute force it, assuming
median Internet speed in the Netherlands which at the time
of writing is ≈ 128 Mbps download and ≈ 40 MBps upload
[26] the maximum packets per second that a machine can send
is ≈ 56000, meaning that it can brute force the NAT mapping
in little over 1s.

Problems arise when the Internet upload speed is low, the
NAT/Firewall has some rules to block brute-forcing or both of
the peers are behind an EDM-based NAT.

C. Peers where both are behind an EDM-based NAT

Assuming that someone would try to brute force between
two peers that are both behind EDM-based NATs. Since the
initiator of the brute force attack does not know their own
mapping either, this means that now there are 655352 =
4294836225 possible combinations. Assuming the average
Internet connection in the Netherlands, a brute-force attack
would take roughly 21 hours.

To improve on this, one can use the Birthday Paradox to
achieve a collision in significantly less time.

The Birthday Paradox is a problem in probability theory
that involves determining the likelihood of at least two individ-
uals sharing the same birthday among a group of n randomly
selected people. Surprisingly, the paradox reveals that only
23 people are needed to reach a 50% probability of shared
birthdays. This may seem counter-intuitive, but the reasoning
behind this is that every possible pair of individuals within the
group will be compared. Therefore, with 253 pairs to consider
(calculated by 23·22

2 ), which is more than half the number of
days in a year, it becomes easier to understand why this result
holds true [22]. This paradox also has practical applications,
such as the ”birthday attack,” which uses this probabilistic
model to reduce the complexity of finding a collision. In this
case trying to find a collision of two pairs of IP:port.

From the calculations performed in [23] one can get a
50% success rate of double IP:port collision after sending
≈ 54000 packets, something that can be achieved in under
a second, assuming an average Netherlands connection. To
achieve a 99.9% success rate ≈ 170000 packets are needed,
where assuming the same connection it can be achieved in
little over 3 seconds. This is a tremendous improvement from
the 21 hours needed without using a birthday attack. Note
that a birthday attack could also be used in the scenario of
one peer behind an EIM-based NAT and the other behind an
EDM-based NAT to achieve an almost instant collision with
99.9% probability.

The code associated with the algorithm above can be found
on this GitHub page [27].

D. Port Mapping Protocols

There exist three protocols for partially manipulating port
maps. Something like asking the NATs to allow more stuff in,
so we don’t have to result in brute force or birthday attacks.
There are three protocols to do this and they will be explained
in this subsection.

Universal Plug‘n‘Play Internet Gateway Device (UPnP
IGD) is the oldest of the three, developed in the late 1990s and
uses old technologies like XML, SOAP and multi-cast HTTP
over UDP. It allows the user to perform a request to map ports
in their —-UPnP IGD-enabled — NAT. One should keep in
mind that is hard to implement correctly and securely [28].

NAT Port Mapping Protocol (NAT-PMP), a protocol
developed by Apple as a competitor of UPnP IGD was
designed to only perform port forwarding while being much
easier to implement both on clients and on NAT devices [29].

Port Control Protocol (PCP) also known as NAT-PMPv2
is similar to NAT-PMP but also support IPv6 [30].

Having these protocols in mind one can try to look up any of
these three protocols on their local default gateway and request
a public port mapping thus further simplifying the connectivity
between hosts behind NATs; although it is common that these
protocols are disabled.

To decide on what technique to use at any time, be it
brute force, birthday paradox, port mapping etc there is the



Interactive Connectivity Establishment (ICE) developed in
2010 [31].

Interactive Connectivity Establishment (ICE) simply put
is an algorithm where one tries every technique at once and
picks the best technique that works. According to IETF, the
ICE protocol is a NAT traversal technique, a multi-homed
address selection technique and a dual-stack address selection
technique that works by including multiple IP addresses and
ports in both the request and response messages of a connectiv-
ity establishment transaction without making any assumption
about the network topology [31].

E. CGNATs

Before the rollout of CGNATs, users could bypass their
NATs by using any port mapping protocol to configure port
forwarding on their home routers. Unfortunately, the ISPs’
CGNATs are not reconfigurable.

Fortunately, though the existence of a CGNAT throughout
the routing path will not require any significant changes since
it is practically a double NAT so the same algorithm can be
used since the only NAT that should concern the user is the last
one from the Internet. Still, one should expect that more time
will be required to crack them since there will be significantly
more combinations to test.

A problem arises when both peers are behind the same
CGNAT. This is a problem since STUN won’t work since
the STUN server will be outside of the intranet and will see
the “middle“ network — since CGNAT effectively develops a
“mini“ Internet for the devices connected to it—every time a
“what is my address¿‘ request is performed.

In case hairpinning is supported by the CGNAT we can try
to use that. Hairpinning is when both internal peers use a stun
server to get their external IP address and then the other peer
just sends the packets to that IP address hoping that they will
go through. Though it is not always the case that hairpinning
is supported by the CGNATs [5].

In the case that hairpinning fails, then the user’s only option
left is relaying.

V. CARRIER-GRADE NATS IMPLEMENTATION IN DUTCH
TELECOMMUNICATION PROVIDERS

VI. LEGAL IMPLICATIONS OF CARRIER-GRADE NATS

As already discussed, CGNATs may crush or slow down
some applications, but they may impact investigations of law
enforcement into online crime.

Part of these investigations is to gather intelligence which
requires knowledge of Internet communications. This was
much easier before NATs since ISPs would just store a table
of IP addresses, who used them and the time period of that.
ISPs are generally required to store this information under the
“data retention“ law.

With the rollout of CGNATs, this format of data retention
is not sufficient anymore since one does not have their own IP
address allocated. The new format should be, the IP address
allocated, the IP address used and the port number along
with a timestamp, but this is very inefficient due to the huge

amount of data that this format will generate. Assuming a
large ISP of 25 million customers, and users averaging 33
thousand connections a day, this averages to a log file of about
425TBytes. This is highly inefficient and significantly slow to
query [32].

Politicians, law enforcement agencies and ISPs are collab-
orating to format the new laws around data retention in order
to allow law enforcement to find the perpetrator of a crime
while not overloading the ISPs’ data centres. This should be
done with great care since when multiple people are sharing
a single IP address when a crime is committed there should
be a way to identify the exact source of the crime to avoid
wrongly investigating innocent individuals who just happen to
share an IP address with a criminal [33].

VII. A BETTER SOLUTION THAN CARRIER-GRADE-NAT

The most obvious solution to removing CGNATs is a full
rollout of IPv6, completely replacing IPv4. Although this is
the theoretical eventual goal, it won’t be realized in the near
future. As of April 23rd 2023 — 11 years after the launch of
IPv6—, google statistics show 41.93% of their users having
adopted IPv6 [34] thus it is fair to assume that there is a long
way until a complete IPv6 adoption by the Internet.

Note that having IPv4 and IPv6 running in parallel requires
NATs to also act as translators between the two..blblb and it
leads to other problems blbl

1) A Better approach than Carrier-Grade-NATs: Until IPv6
is completely rolled out, different researchers have proposed
solutions to depleting IPv4 addresses that do not involve
CGNATs. One of these suggestions came from O. Maennel
et al. [35] where they suggested extending the IPv4 address
space by extending the address by ”stealling” bits from the
port number in TCP/UDP —thus still allowing users to utilize
a single IPv4 address.

Their suggestion called extended addressing, is to limit the
port addressing to 6 bits, an action that will increase the
address space by 10 bits, thus multiplexing 1024 additional
users per existing IP address.

This suggestion will reduce the number of fixed range of
ports that applications can use, but the need for IP addresses
is stronger than the need to run thousands of applications on
a single host, something that broadband consumers are not
anticipated to do.

VIII. EXPERIMENT

IX. DISCUSSION

X. CONCLUSION
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